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What human choices and
assumptions are embedded in

AI systems?*
*AI understood as a broad range of technologies that generate

outputs such as predictions, content, recommendations, or
decisions. 



AI isn’t objective:
automated
decision-making
in social
protection



https://git.laquadrature.net/la-quadrature-du-
net/algo-et-controle/caf
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Single parents account for 36% of at-home inspections while
making up only 16% of households receiving benefits. (Le
Monde, 2023)
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What the French social protection agency says
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“Detecting
errors quickly
guarantees fair
rights” -yet... 

...the choice of target:
overpayments

...the choice to focus on
post-hoc detection rather
than prevention

This latter problem can’t
necessarily be solved by
technology!



“Statistically, these
beneficiaries are
overrepresented among
the risks of induced
error”



“Statistically, these
beneficiaries are
overrepresented among
the risks of induced
error”

... but statistically accurate 
doesn’t mean legal.



Using AI/automated decision-
making obfuscates human
choices, under a veneer of
objectivity and statistical accuracy.



Fairness and functionality:
the case of COMPAS





« The impossibility of fairness »



Fair... for whom? Based on what?
Developers choose their fairness
metric and the tradeoffs they want
to make. 





“The fallacy of AI functionality”



This fallacy is
amplified by 
opacity



Technology can make it harder to
address errors and performance
issues, because of the assumption
that the system works and the
impossibility to prove otherwise due
to opacity.



Human oversight as a
“false comfort”



automation bias

rubber
stamping

disparate
interactions



Humans as “moral crumple zones”



Humans as “moral crumple zones”

“While the crumple zone in a car is meant to protect the
human driver, the moral crumple zone protects the

integrity of the technological system, at the expense of
the nearest human operator.” 



Human oversight is 
not a silver bullet.
(including for generative AI!)

Automation may transform labor
(not just “make processes more
efficient”).



Systems don’t
necessarily
work as
intended:
detecting heat
islands in
Toulouse



Sometimes, the critical point of
failure is not technology. 



Thinking about systemic
implications



Data collection has consequences



Global
inequalities



codingrights.org



What now?
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Make conscious choices: what are your
success metrics? fairness measures? what
infrastructure are you choosing? 

Be transparent about those choices (an EU AI
Act requirement!)

Evaluate in context 

Open up your imagination in problem
solving



Thank you!
SOIZIC.PENICAUD@SCIENCESPO.FR

CONTACT@ODAP.FR


